
Incident report, network error March 7th 2016

Summary 

A high CPU load on one of the core switches caused a loop in the core network on Monday March 7th 
2016. As a result, the core routers had to alter their routing and forwarding tables, but they could not 
handle the load that put on the processors. This meant that the BIT network was not accessible to the 
internet and the internet was not accessible from the BIT network. 

Details

14.23 Several ports on the core switch in BIT-2A become unusable. At the same time there are 
reports coming in from the monitoring systems that the core ring has been interrupted. 
The last logs and counters of the switch cannot be send to the central log services due to 
the high CPU load. A loop occurs in the core switch, making all connections to the switch 
unreachable. As a result of the interruption of several connections that enter BIT-2A over 
the core switch, a high CPU load is put on the core routers in BIT-2A and BIT-1. This high
load means that the routing and forwarding tables of both routers get out of sync, which 
leads to blackholing of all traffic. This also means that BIT’s regular phone number is also 
not reachable.

14.24 A BIT engineer from the data center is present to look at the core switch at BIT-2A. The 
switch is unreachable through serial console.

14.28 The switch is rebooted. This action results in the loss of local logging and counters of the 
switch. Rebooting the switch does not have the desired result. The switch is then turned 
off to stabilise the rest of the network.

14.30 – 15.00 There are several routing adaptations in an attempt to lower the CPU load of both routers
and hence to sync the routing and forwarding tables again. 

14.46 As a result of the network problems, placing an incident report on www.bit.nl and 
www.bit.org is problematic. That is why https://twitter.com/bitnl and 
https://facebook.com/bitnl are used to send out an incident report. 

15.02 The incident is reported on www.bit.nl.
15.05 Due to the continuing problems, all connections with the core switch in BIT-2A are 

disconnected and the switch is turned on again. All traffic to the core router in BIT-2A is 
rerouted to the core router in BIT-1. This means that the router in BIT-2A is not handling 
any traffic anymore. The network is stabilising.

15.06 – 16.00 The core switch in BIT-2A is checked on hardware defects. No defects are detected. 
Several tests are run on the switch.

15.15 The incident is reported on www.bit.org since www.bit.nl is not widely accessible. Further 
updates on the incident are posted on www.bit.org.

15.21 – 17.00 The core router in BIT-2A is fed with routing and forwarding tables of BIT-1’s core router.
The core router in BIT-2A is not yet put to use for traffic going through the core switch in 
BIT-2A.

15.24 BIT’s regular phone number is back in use.
15.34 IP routing is stable, the majority of the services is hereby restored. Services using VLAN’s

between BIT-2A and Amsterdam are not yet functioning.
16.00 The ring between Ede and Amsterdam is put back online without allowing services on it 

yet. Several tests are successfully executed on the ring.
16.10 – 16.30 Several ports on the core switch BIT-2A are online again, under supervision, making all 

services available again. Core switch redundancy is hereby restored. 
16.30 All services are restored.
16.48 – 16.55 The router in BIT-2A is put back into use. Redundancy on core routing is hereby fully 

restored.

Conclusion

For a correct image of the incident, it is important to have a clear idea of BIT’s network architecture. The 
diagram below depicts the most important components in BIT’s core network. The components in BIT-1 
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and BIT-2 are simultaneously active, failure of one of the components automatically means that all 
traffic that should go through that component, is rerouted. This goes for both the switching and the
routing. There is a core ring with loop protection between the data centers in Ede and Amsterdam. 
Failure of one of the core switches or one of the paths will lead to the use of an alternative path. 

High CPU load on the core switch in BIT-2A leads to a loop on the core network. As a result of that 
high CPU load, loop protection on the switch is not functioning as it is supposed to. In turn that 
results in all traffic on that switch being sent to all ports and the disabling of the connections on the
switch. The paths between BIT-2A and Frankfurt and SARA (Amsterdam) will not be available if this
happens. This only has direct consequences for a number of VLAN’s between BIT-2A and 
Amsterdam and for a part of the access services provided over the Tele2 network. 

Because of the changes in the core network, the core routers have to alter a great number of 
routes. The routers’ CPUs appear to be a bottleneck here, leading to discrepancy between the 
routing and forwarding tables of the routers for a considerably long time. This means that the 
traffic is not arriving at its destinations, but that it gets lost and that the rest of the internet is 



unable to reach the BIT network anymore. Without the CPU problems of the routers, the impact 
would have been contained to a possible short interruption of existing connections. 

A similar problem occurred during the network incident on February 25th, 2016 
(https://www.bit.nl/news/...). This incident was immediately reported to both the supplier of the 
router and the vendor. These parties are looking for a solution, but they have not found one yet. 
The routers that are having problems, have not even been online for a year and should have more 
CPU capacity at their disposal than the old routers. 

As a result of the strict access procedures, it took a long time for the incident to be reported on 
www.bit.org. This host is situated outside the BIT network and data centers to communicate 
incident reports when www.bit.nl has limited or no availability. 

Adjustments

• The access procedures to www.bit.org have been altered to allow faster access to be able 
to report incidents quicker.

Vervolg

• Research is being done on possibilities to keep BIT’s regular phone number reachable in 
case of (big) network incidents.

• Further research is being done on the cause of the high CPU load on the core switch that 
triggered the incident.

• Further research is being done on improving the loop protection of the core network.
• An emergency meeting with the router supplier and vendor will be set up in the near future

to come up with a solution for the CPU problems of the core routers.

Contact 

For any questions relating to this RFO, you can contact our customer care department on +31 
(0)318-648 688 or support@bit.nl. 


